MRC Meeting, 23 October 2001

Who:
Shaheen Tonse, Michel Van Hove, Ali Belkacem, Sandy Merola, Doug Olson, Alessandra Ciocio, John Staples, Tammy Welcome, Jon Bashor, Michael Banda, Bill McCurdy, Ken Downing

When:
2:00 p.m., Tuesday, 23 October 2001

Where:
Building 50D, Room 3416

Issue:
McCurdy reacting to the recommendations of the MRC committee

Sandy presented viewgraphs (also in handout form) authored by him and McCurdy, summarizing the high points of the MRC report and raising the issues of where we go from here.

Discussion centered on the "Politics of the Possible", a realistic assessment of the options available of funding models, sustainability of the enterprise and technical solutions.

McCurdy reported that only one in-house computing facility, at LLNL, has been successful; ones at ORNL, ANL and LANL haven't been.  

For LBNL to carry out an in-house MRC facility successfully, a minimum number of principle investigators (6-9) must be found, who then must in turn convince their division directors of the value of supporting a facility.  Of now, no division director has signed on.  Before seeking approval of Sally Benson and Chuck Shank, a strong push from at least three division directors is needed.   We must recognize that there is much competition for division directors and overhead funds.

NERSC use has increased dramatically, up by a factor of 4 since on the T3E since FY98 with NERSC's presence at LBNL.  This shows a need and an increase of supercomputer competence at LBNL.  There is presently a total of eight PIs NERSC users.  The presence of the alvarez cluster was influential in the recruitment of Rob Ryne from LANL to AFRD.

There is a growing number of small clusters at LBNL.  A key question is whether a MRC facility can replace these clusters with a fiscal advantage of scale and to provide computer security services that small clusters cannot competently provide, particularly in the present climate.  There is a natural tension between wholly owned clusters where the users have full access and control and a lab-wide machine where user access must be shared.  Intelligent scheduling software is not yet very advanced for large clusters, and fair scheduling of time on an oversubscribed cluster, geared to the amount of funding support of individual users, is a difficult issue.  Users who have contributed substantially to the hardware (if we use this model) must be guaranteed access.

On the other hand, the economies of scale, such as the purchase of software licenses, and the hiring of Linux-savvy staff is not compatible with smaller clusters.  (McCurdy disagrees that shared resources may be more powerful.  Smaller clusters have more flexibility and tight clusters are more difficult to share among simultaneous users than loose clusters.)

Financial models for a lab-wide cluster include administration from overhead funds, LBNL providing a physical environment for the hardware, or institutional startup funding of a cluster.

There may be further advantages if NERSC managed the cluster, as ITSD would require a learning process from ground zero.  A large cluster needs a good system administrator, which only a large enterprise can afford.

Five options for an MRC cluster were presented and discussed.  

1. Adapt an existing machine.

The PDSF model was a one-time solution and politically sensitive to expand on for a lab-wide machine.  The hardware was paid for by DOE Nuclear Science and would not be generally available to many other LBNL divisions whose funds are not primarily DOE-derived.

The alvarez machine may be a good model, but its original purpose was to be a NERSC-based experiment of grid architecture and investigating Linux clusters as a precursor for a potential NERSC-4.  It is not configured as a production machine and would be frustrating for a new user.  Its presence was a drawing card for Rob Ryne's recruitment and has been used in a few somewhat larger computational projects.

Alvarez was originally considered evolving into an MRC facility, but that's not where it is presently heading.  It was built with director's funds, but there is no guarantee that LDRD-type funds will continue, considering the mood of congress.  Other funding sources, such as UCRD funds may be used, but could not be dual-use (no NERSC involvement).

2.  Procurement of a new machine.

SMP or cluster?  Clusters are cheaper, but the present NERSC model is a tighter SMP configuration.  Migration from a MRC to NERSC would be more natural if an SMP machine were procured.  Clusters cost about $4k/node, installed and working, or about $100k for a 16-20 node machine.  The MRC committee has tilted toward a cluster, for reasons of cost and flexibility.  

We must insist on programmatic ownership, which seems the way to a success.  

The divisions involved must make a long-term commitment to the MRC to sustain it over a reasonable lifetime.

3.  Grow a machine with LBNL institutional support to the divisions.

Individual divisions would be helped with their technical and administrative activities in acquiring a MRC with the help of centralized technical expertise funded by LBNL overhead.  The cost of these high-salary individuals could be carried across several divisional machines that the individual machines could not normally afford.

4. Create an agreement with NERSC.

This is where the economies of scale enter in where NERSC, already experts in MRC machines, could operate a lab-wide MRC machine.  This model has been successful in the past, and a multi-year agreement with NERSC would be established.  It would be expensive to develop the equivalent level of expertise in ITSD that NERSC presently has.  NERSC could hire 4-5 cluster Linux experts and retain them for long enough periods to be useful.  NERSC could provide 24/7 support, difficult for smaller machines.  Hires, to be long-term, rely on the sustainability of the MRC facility.  Incremental costs are easier to handle if NERSC controls them.

5.  Do nothing.

What next?

McCurdy is engaged.  LBNL needs a first-class computational facility.  However, everyone would like to have full control of their own private facility.  Good scheduling software is not yet available, but is necessary for a lab-wide cluster, particularly with the funding model being considered with hardware funded by individual users.

A lab-wide cluster will provide better security protection, an attribute that will become increasingly important.  In fact, the issue of cyber security came up several time during the discussion.

We will next identify PIs who are really interested.  Smaller, 20-node clusters are now being purchased for divisional use that will probably not be efficiently or securely administered.  

A workshop (or working discussion) will be scheduled for approximately January 2002.  About 8-9 PIs must be identified to participate.  The workshop must choose the preferred architecture, cluster or SMP, and find a workable funding model dictated by the users.  The lab may cough up $750k/year support for the infrastructure.  

