MRC Committee Minutes, 7 May 2001

When:
7 May 2001

Where:
50B-6208

Who:
Alessandra Ciocio, Doug Olson, Paul Adams, Sandy Merola, Ali Belkacem, 
Shaheen Tonse, John Staples

Issues:
Consolidate all our past work.

A meeting was held Wednesday, 2 May 2001, summarized by Alessandra.  Her notes follow:

Hi,

at today's meeting Doug O. presented the results of the survey that he

and Michel V.H. did on "MRC at other National Labs".

You can read the report that was sent to everyone in the working group

just before the meeting.

 From the summary of this report: "...only ANL, LLNL, ORNL have some

appearance of mid-range computing as a lab-wide resource.  Only LLNL

actually has mid-range computing as a lab-wide resource. Scientists at

many places have access to MRC that comes through some program but not as

a lab-wide supported resource. Uniformly, past efforts to get users to pay

for central computing has failed.  LLNL has mechanisms for user programs

to contribute funds to the central computing facility.  This amounts to

perhaps 15% of the total funding but is considered important for community

buy-in and accountability".

While reviewing this report and analyzing all facts in details, we started

to re-evaluate our process and a few issues came up: 

1) How to bring the divisions into a process which is actually driven

   by the users. Here a few thoughts.


- People will probably not like the idea of one centralized system


- Get fewer divisions to own the system while leaving it open for 


  a lab-wide usage


- Divisions to buy same architecture that later can be connected


- Study the PDSF model

2) Understand current usage and identify the gap


- Gary presented a plan and he will carry on this task

3) Identify a financial strategy 

4) Learn from other lab's mistakes

5) Define the outline of Sandy's talk for the division director retreat

6) How to avoid a rejection by the lab management 

I propose we continue the brainstorming that we started today and have a

special session as soon as Monday, May 7, at 4:00 (50B-6208)

I left the usual meeting scheduled for Thursday. We can decide on Monday

if we'll still need it or not.

At today's meeting, Doug expanded on his presentation of MRC at other national labs.  At most other labs (ANL, ORNL, e.g.) machines were inherited by groups when overhead support for them originally dried up.  The machines became obsolete and desktop PCs became more powerful, so the continuation of these machines was not successful.  The computing organizations built around these machines was not perceived as being sufficiently adaptable.

Sandy commented that the VAX farm here was successful (for its time, before desktop machines were powerful).  

However, users will probably not want a recharge funding model for a joint MRC machine at LBNL.  An alternative is for central ownership, but let users pay for CPU time by contributing hardware, for example.  In this way, the users will be dedicated to the machine, which will be co-owned by the active LBNL divisions, but will be centrally located with a specific hardware definition.  The Laboratory could provide add-ons such as software.  

A mixed funding model may be 60% of the machine bought by those divisions that provide hardware, with the remaining 30% by overhead and 10% provided by special LBNL funding.  The institutional support may consist of 2-3 FTEs who would provide maintenance and programming help.  Divisions that do not use the machine would still contribute through the 30% overhead charge, which they may not like, although they may elect to participate at a later date. Operating system software would come out of these overhead funds.

The purchase of the machine would be program-oriented, in that specific projects would contribute to the machine in the form of hardware support.  Even though a specific project would contribute a few of the hardware nodes, they would have access to all the nodes.

If this machine had a similar configuration as NERSC, it would serve as a stepping-stone to NERSC.  But it must also be significantly more powerful than current desktop machines.  Gary Jung is compiling a comparison of the relative power of the various computing platforms from desktop PCs to NERSC.  In addition, we would leverage off NERSC's knowledge base to reduce operating costs of the MRC machine.  A single architecture would be the easiest to expand by purchasing more nodes.

The final machine may not be one machine at all, but may also include a SETI-type of environment where the many spare CPU cycles on the Lab machines may be mined.

We will hold off sending CSAC members to have formal interactions with their division directors for now, although informal information meetings would be fine.

The official start of the initiative will be in September or October.

If we don't present this well now, it may hurt chances for an MRC machine for years.

Action items:

1. Gary Jung will prepare a chart showing the range of computers from PCs to NERSC.

2. A financial model will be assembled that splits the revenue sources along the 60/30/10% splits mentioned above.  Our original revenue models must be revised along these lines to minimize the overall pain of funding an MRC facility.

3. Ali will consolidate all the valuable work and discovered information this committee has assembled into a concise 2-page document.  This will define the approximately five sections that usually form the skeleton of a more formal proposal.  The first audience is us, and then the Laboratory directors.  A TEID person (Bashor?) will be recruited to help to oversee the writing of a more formal proposal.

4. Sandy will appeal for a reservation of funding for an MRC line item among his list of projected on the June 2nd submission date.

