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Who:

Rob Ryne, Gary Jung, John Staples, Tammy Welcome, Jon Bashor, Paul

 

Adams, Alessandra Ciocio, Ali Belkacem, Michel Van Hove, Jim 



Leighton

Main Issue:
Rob Ryne reporting on his alvarez computing experience

The MRC committee has not met for three weeks, with some principles on vacation.

Rob Ryne, since May at LBNL from LANL, is one of the two principle users of alvarez.  He has been involved with large-scale computing issues since 1991 and started using the CM-5 at LANL, leading to the adoption of vector computing hardware at NERSC.  He pushed MPP aggressively for NERSC, leading to NERSC now the most powerful non-classified computing facility in the country.  His field of interest is accelerator physics, specializing in the calculation of the dynamics of intense beams, requiring large PIC-type calculations that are amenable to parallel processing architectures.

Rob is a co-PI of SDAC (DOE's Scientific Discovery through Advanced Computing Program) that crosses over all of DOE's offices, the analogue to the Office of Defense Program's classified Advanced Strategic Computing Initiative, and came to LBNL at the time of the SDAC approval.  He has been using the alvarez machine for the intense beams computations since mid-May.

His impressions:  the programming environment is good.  He is an experienced user, and porting his already parallelized codes from NERSC to alvarez involved using a different set of FFT libraries, which were available.  He uses both FORTRAN 90 and C++ in the Portland Group (PGI) program development environment, which sits on top of the Linux Beowulf clustering software.  The compilers are of good quality.

The performance compares favorably to the T3E when used in 32-node type of problems.  (The average job size on the T3E with about 500 nodes is approximately 100 nodes used.)

Alvarez is not production-ready yet.  The one support person (David Skinner) is very competent, but not 100% devoted to this one machine.  Alvarez needs a dedicated support person.

The software support does not include any large math packages yet.  The small math libraries have been adequate for Rob's work so far.

In comparing to small machines of about 20 clusters that are "private", alvarez cannot compete with them economically.  However, when these small cluster machines get more users, their turnaround will increase and then alvarez would be more attractive to those users.  If alvarez grew to, say, 1000 nodes, it would certainly be preferable to a multitude of smaller machines, and it would be economically more viable, as the total number of administrators would be reduced for alvarez over the total count for a number of smaller machines.  Support would make the difference in machine "friendliness" to the users, and the turnaround time must be kept low.

Users should be guaranteed a minimum number of CPU cycles and access.  Reliability of an MRC machine should be better than private machines, as it would be administered professionally, rather than by a graduate student who takes long vacations.

The ideal alvarez environment as he sees it includes support for consulting, software help and installation and maintenance.  One person may be enough to do this for a 160 node machine.

Gary Jung presented his data on local LBNL clusters.  New information is that Earth Sciences is just about to buy (or increment) to a larger cluster at a cost of about $250K.  This has apparently already been approved and they will probably not wait to see what would happen to our MRC plans.

Gary's group does not offer 24/7 service now, but problems tend to get resolved quickly.  An MRC machine would receive more support attention than individual small cluster.

Gary will firm up the financial model, once again.

Tammy Welcome commented on why users come to NERSC rather than use their own private machines.  She echoed the above sentiments that consulting and support, as well as HPSS and large peak capability were the attractions.  She will report at the next meeting on current alvarez user profiles.

Ali Belkacem said that operating money for alvarez must be a mixture of specific user contribution along with lab overhead to make it viable.  To jump-start the process, the lab subsidy would be larger in the startup years.  We can't use NERSC people to administer MRC long-term, but we can leverage from their expertise at startup.

We need to find 5-10 potential users as an initial critical mass for MRC.  Alessandra Ciocio will address this point at the upcoming CSAC meeting.  Rob Ryne could/should be involved as a driver for recruiting users for alvarez.

Alessandra will set up a meeting with Bill McCurdy to discuss these issues.  More input will be sought from Sandy Merola, who is currently on vacation.

