MRC Working Group Minutes, 19 April 2001

When:
19 April 2001, 3:30 p.m.

Where:
50B-6208

Who:
Alessandra Ciocio, Ali Belkacem, Yeen Mankin, Michel Van Hove,


John Staples, Shaheen Tonse, Jon Bashor, Gary Jung, Tammy Welcome,


George Moridis

Agenda Items:


1. Refined cost figures:
Gary Jung


2. T3E usage:


Gary Jung and Jon Bashor


3. Web questionnaire:
Erik Richman and Shaheen Tonse


4. MRC at other labs:
Michel Van Hove


5. Lecture series:

Ali Belkacem

Details:

This week we had an agenda and stuck to it!  Congratulations to Alessandra.

Refined cost figures.  Gary presented a spreadsheet for the four options (the fourth option is an upgraded Alvarez, included for completeness) that included more accurate figures for software licensing geared to a larger number of concurrent users, 8 instead of 4, more software to be included in the base package, and a larger cost for procurement effort and facilities cost.  No additional power management unit costs would be required.

The upgraded Alvarez (Alvarez+) cluster is assumed to have 124 nodes.

The bottom-line costs, including a 25% contingency, for procurement, operation and support for the first three years of operation are as follows:


Alvarez, as it stands:

$3928K


Alvarez+


$4308K


New Cluster


$5212K


New SMP


$6252K

Tammy reported that there are many procurement options: from a full-blown specification written from scratch involving 6-8 FTEs for about one-half a year, to a smaller effort with more modest goals, extending on previous work or defining a machine very similar to an existing one.  Consultation with Lynn Rippe (Financial Services) gave a similar requirement to resources required to write a full specification.

After the first three years, a new funding model must be determined.

NERSC replaces hardware completely on a 3-5 year turnover cycle.  The MRC machine must be renewed on at least a 3-year cycle.

T3E Usage.  Jon Bashor reported on LBNL usage of contracted time on the T3E over the three years that LBNL had a contract with NERSC.  The breakdown by year is:



FY98
50K MPP hours



FY99
95K



FY00
191K

This program is ending this year.  In FY00 the 191K MPP hours were used by 13 LBNL researchers.

The hours allocated were not entirely used by LBNL researchers, probably due in large part to poor publicity about the program and a misunderstanding that it was available through LDRDs.  

NERSC Usage.  Ali Belkacem reported on data obtained from Francesca Verdier on LBNL's use of NERSC since FY97.  As the amount of NERSC MPP hours available each year increases, from 2.9M in FY98 to 6.7M in FY00, the usage is expressed as a percentage of total NERSC hours used:



FY97:

11% LBNL usage



FY98:

10%



FY99:

12%



FY00:

less than 10%

Not all the hours allocated to LBNL research were actually used.

In order to find out what the "proximity effect" of NERSC's move to LBNL was on LBNL's usage hours, the data will be extended backwards to before FY97, when NERSC was still at Livermore.  This may provide interesting data on what would happen if an MRC machine were at LBNL, close at hand.

Web Questionnaire   Erik Richman reported on responses to survey form.  (Paul Adams, who collected the data, was not present).  Erik made some technical changes to the text and entry fields, and provides a flat file format output as well as for an Excel output, so that a scripting language can be used to compile survey responses easily.  No substantial changes were made to the form.

The main purpose of the form is to assess interest in MRC, rather than define it technically:  that will follow later.

The URL to the form has been moved to a more convenient location (not stated, but will be e-mailed out to MRC committee members).

MRC at other labs   Michel Van Hove presented results from a survey he and Doug Olson did.  It turns out that LBNL is not as far behind other labs as we first thought.

ANL - MRC is available lab-wide at no charge, but is used by few.  This is not a good model for us.  There is no guarantee of performance as there is no support or upgrades.  This is essentially a computer R&D project at ANL.

ORNL - Like ANL, several divisions bought MRC as an R&D project to assess high-end computing, paid for by the various divisions.  An attempt to provide lab-wide MRC failed, as sufficient funding was not available.

LLNL - Started in 1997, the have a well-organized funding model for their cluster that provides three different methods of providing access:


Block funding of CPU hours


Co-investment, such as contributing hardware in exchange for hours


Institutional computing that is free to the users funded by:



LDRDs



Apply with a proposal for no-charge hours

LANL - Unknown, but potentially very interesting.  Information sought, but not yet found.

BNL - No information, no organization.

The upshot is that the level of MRC at other labs was overestimated, and that we need to revise our White Paper that stated that we were behind the other labs.  The most interesting model is probably LLNL, and possibly LANL.

Lecture Series   Ali reported on his proposed schedule for a fall lecture series.  No lecture activities were scheduled for the summer.

Four lectures will be presented on a weekly bases starting September 12th , extending through October 3rd  (if we choose Wednesdays instead of Thursdays) at noon, each lasting 90 minutes.  

Each lecture would feature two scientific speakers, each talking for 25-30 minutes on how high-end computing, usually on NERSC, advanced their scientific programs.

The first lecture would feature Sandy Merola presenting the ITSD view, followed by Horst Simon or Bill McCurdy on the importance of high-end computing, with examples of how HPC helps the science vision of the future.

Sandwiched between the two speakers for the second, third and fourth lecture would be shorter presentations by Ali, speaking about the CSAC charter and MRC, Alessandra introducing the MRC survey form, and Tammy describing the Alvarez cluster.  

A tentative list of speakers was presented, to show the type of people we would prefer, and this list will be refined.

Producing publicity materials will start in August; Bashor indicating that he needs about a month to prepare them.  

This committee will plan for a retreat in November to assess user responses and to further define the architecture of the machine.  We will use NERSC experts to help us with the technical aspects of this.  The request for funding comes after that.

Next meeting will be Thursday, 26 April.

