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Compiled by the MRC Working Group
As the role and contributions of high-performance computing continue to increase in significance, Berkeley Lab scientists are seeking out potential advantages provided by more powerful computing resources. Since early 2001, members of the Computing and Communications Services Advisory Committee (CSAC) and the Information and Technology Services Division (ITSD) have been actively assessing the feasibility of enhanced Mid-Range Computing (MRC) at the Laboratory. The rationale behind forming the working group was the possibility that an easily accessible high-performance computing facility or resource could become a key component of scientific research. This could be a Lab-wide resource, a multi-division resource or a multi-program resource.  So far the Laboratory has been lacking a strategic road map in this area.

Over the last several months the scope of the MRC working group has expanded to include Linux clusters. This broadening of the MRC process was triggered by the growth of the number of clusters, and the recognition that they provide a cost-effective computing resource.  Individuals and programs have followed this path as the answer to their need for Mid-Range Computing.  The committee considered what the Laboratory should do to make this successful. In particular what kind of support should be provided by the Laboratory and what are the costs?

This process included a Mid-Range Computing workshop that gathered both scientists and computer sciences staff to discuss MRC at the Laboratory. Prior to the March 26 workshop, the working group conducted a survey of current and potential users of Mid-Range Computing resources (mostly computer clusters) to assess the status and possible futures of MRC at the lab. The workshop was divided into two sessions: Lab-wide and shared resources were primarily addressed in presentations in the morning session.  Support of existing and future clusters was discussed in a roundtable session in the afternoon. The summary and minutes of the workshop, as well as the results of the survey obtained prior to the workshop, can be found at:

 http://www-atlas.lbl.gov/~ciocio/CSAC/MRC/Workshop/proceedings/Minutes.doc
Main Topics

1. MRC as a shared resource

LBNL is a very diverse research community, therefore making it very hard to build consensus on a shared resource. As it became evident from the discussion during the workshop, a shared resource resulting from pooling of resources by a few or several programs or divisions, although perceived as attractive by a few participants, was not thought to be easily achievable. It was not obvious how to build a resource that would support a disparity of intended applications needed by different programs. Current and planned owners of clusters will not likely give up the flexibility of individually owned machines if the shared system is not a true MRC that represents a major jump in terms of computer power compared to their own systems.

As discussed in the working group report written in Fall 2001, an MRC system that goes beyond pooling of resources cannot succeed without a strong scientific case and a commitment of support from individual programs, divisions and the Laboratory. The initial costs of such an MRC are too high to be supported by individual programs. This option is likely to require a major investment from the Laboratory overhead, thus needs a Lab-level strategic planning and should involve both scientists and Lab management.

2. Support of individual clusters

The growth of the number of computer clusters is an indication of a need for Mid-Range Computing at the Laboratory. From the hardware perspective clusters represent an affordable solution. However setting up and running an efficient cluster system is neither trivial nor cheap. Cost does matter and any support offering that is perceived as expensive or that is very hard to budget for in grants will discourage users from using the services. 

The following describes where the process stands after the workshop.

Pre-purchase Consulting:

There was a general consensus at the workshop that providing help for people buying clusters would be useful.  Ideally the Laboratory should have “experts” (from ITSD) that could provide pre-purchase consulting on hardware and software.  These “experts” would be able to advise which machines to buy, the best standard that will get the most for the money and possibly leverage price through volume buying.  It is clear that the more scientists buy different systems, the more difficult part it is to provide efficient and cost-effective support to these systems.

The path forward is here to build some expertise within ITSD on clusters by running its own research cluster. This cluster can also be used as a tryout resource for potential cluster buyers. ITSD could also develop that expertise by leveraging some knowledge from NERSC. 

Computer room space:

The current situation is that clusters are set up at various locations with mixed infrastructure/environment qualities. Providing space for clusters would be a valuable service. This will create a machine room environment with easy access to electrical infrastructure, proper air conditioning and access to high-speed local area and wide area networks.

Initial set up and configuration:

Setting up these systems is not trivial and can take time. There is also a lot of distributed knowledge about clusters at the Laboratory that we should try to bring together to help those who are or will be setting up clusters.

System and security administration:

In many scientific groups, responsibility of system management falls on students and postdocs ‑ and doesn’t fall evenly. Furthermore, that knowledge disappears when the student or postdoc moves on to other horizons.  A centralized system management would be useful and would constitute a very attractive solution, ideal for making sure that the system is up and running most of the time, and it would go beyond that. For instance it would help minimizing the cybersecurity vulnerabilities of a system. However support is perceived as prohibitively expensive. The path forward here is to try to explore how can system management support be brought to more affordable cost levels by possibly tailoring a support level to the bare essentials.

Software and programming:

This is perceived as a major issue. In particular, help in “parallelizing” code is thought to be very useful. There are several researchers who use embarrassingly parallel types of codes, but they can’t tunnel through that quantum barrier to “parallelize” their code.  There is a lot of programming knowledge at the Laboratory, particularly in the NERSC division, that can be brought together to help current or future cluster users. Parallel programming is perceived as a major barrier for several researchers who contemplate following the path of clusters. A path forward here is to encourage scientist-to-scientist help and support. This can possibly be achieved by creating a web site and users group where knowledge can be shared.

Summary and overall path forward

Linux cluster procurements and usage at the Laboratory are growing at a fast pace. As a result more concrete progress and a better defined path forward was made at the workshop in the area of support of individual clusters. The workshop showed an identified need for pre-purchasing support and possibly computer room space.  It would be very desirable if that support were expanded to include system management at a price that is affordable to the users.

The discussions surrounding the issue of a shared resource through pooling of assets were inconclusive. Disparities of the individual needs as well as a perception that no substantial economies of scale would be realized by pooling resources have contributed to this outcome. As a path forward it is very important to have a realistic costing of the various options for multi-investigator or multi-program owned shared resource.

An MRC as a more substantial institutional resource is still an open issue. This step up in the availability of an LBNL owned major computer resource needs both a strong scientific case and a commitment from the Laboratory management to become viable. There are difficulties associated with the high initial costs of acquiring and operating such a resource. Individual programs have a limited amount of resources they can invest in hardware and software. These difficulties have lead the MRC working group to wrap up its studies and findings of the MRC process until more opportune times are present both from the perspective of strategic needs of the Laboratory as well as from the perspective of funding.

