Alvarez

Possibility

· Take advantage of 50% resource hours and try to fully utilize

· Advertise as a free resource for users who can realize the most potential, given a selection process

· Establish LBNL allocation program that achieves these goals.

    Pro

· Provides facility for new users

· Can encourage paradigm shift to parallel programming.

· Fully parallel environment.

    Con

· May be difficult to accommodate dual purpose (NERSC research/MRC usage)

· Long term availability not clear

· Unstable platform, beta software. Users subject to downtime.

    Cost: 

· Lab already has access to 50% of available cycles

· Additional costs will be for setting up allocation program and maybe additional consulting help.

*****************************************************************

PDSF

    Pro

· Provides a production environment

· LBNL Physics and Nuclear Science projects already using it.

· Good track record; Successful model

· Support infrastructure for system and programming already in place

    Con

· No high speed interconnect

· May not be optimal for parallel computing in its current state.

· There are political hurdles toward using this machine which does not belong to LBNL

    Cost: $$ - Need to fund initial expansion to accommodate more users.

********************************************************************

LINUX Cluster Hosting

· Utilize existing customer system as seed system

· Hire their systems person and matrix back at no additional cost

· Use systems person as start of cluster support effort

    Pro

· Smaller dedicated clusters will match user needs.

· Provides a production environment

· Low startup costs

· Can grow expertise within ITSD

· Users can purchase only the software they need

    Con

        Does not provide a MRC resource for the Lab community

        Difficult to get the first system/customers. Need timing and luck

        Will need a second system/customer to realize benefit of shared cluster expertise; otherwise, there is no use in this arrangement

    Cost

· Need to subsidize support staff to build available cluster expertise

*****************************************************************

NERSC Center 

· Take advantage of existing resources and infrastructure

· Non negligible investment to buy into this solution

· Possible to set up LBNL queues for access to LBNL portion

Pro

· High performance, high availability resource

· Build on existing service and support infrastructure 

· Build on existing hardware resources

· Fully-functional and robust program development and execution environment

· Leverage NERSC expertise

· Leverage NERSC licenses

Con

· Hardware resource and service and support infrastructure doesn’t come for free, $$$

· Tuned to capability 

· Turnaround delays may be an issue

· Negotiate deal with NERSC, DOE approval

Cost

· Buy portion of system (computational resource as well as storage?)

· Pay for related costs such as maintenance and facilities

· Need to provide money for operations, system admin, account management and user services

· Pay incremental costs for software (libraries, tools,  applications) and user services

*********************************************************************

modified to be Fungible assets

· ITSD provides support and operations for clusters as outlined

· Users may be able to gain access to greater resources by pooling monies together for upgrades

· ITSD can broker/facilitate cluster resources

· Excess cycles can be recharged to other interested parties

********************************************************************

Institutional Training Cluster

(how small is small?)

· Give users free or low cost access to system for the purposes of starting a paradigm shift to MRC/parallel programming

· Both ITSD support and users can learn on this system

· Main goal will be to educate Lab users on how to take advantage of high performance computing

        Pro

· Provides training facility for new users.

· Lower startup costs

· Can grow parallel programming expertise at the Lab

· Can grow technical support expertise within ITSD

· Users can gain experience to graduate to larger systems or purchase their own

        Con

· Does not immediately provide a MRC resource for the Lab community

· Small system may not be attractive to experienced users

· Need way to fund operating costs

· ITSD will have to acquire parallel programming consulting expertise

    Cost

Minimal usage and consulting cost
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